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Abstract 
A rapid growth occurred in the smart phone industry owing to the launch of numerous fresh devices across various price 
categories. It is advantageous to both the device makers and the users to be aware of the relative price of a smartphone which is 
in relation to its specifications. This research focuses on artificial intelligence for the purpose of making predictions on the price 
ranges of the devices with some specific attributes such as: Fingerprint Sensor, storage space, 5G Support, Water Resistance and 
Number of Sims, Face Lock. The last one is rather significant, as in some regions of the world devices fitted with one or two 
SIM cards or more are likely to be used most because of the different wide range of connectivity they offer. This methodology 
includes cleansing, transformation of data and applying suitable techniques from the machine learning. The developed model is 
precise and accurate and the output information of the model suffices a good number of questions that assist companies on how 
to set prices and also shape their clients’ buying behaviors.  
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1. Introduction 
The smartphone market is changing quickly as a result of 

continuous technological change along with growing compe-
tition among the manufacturers. To reach as many potential 
customers as possible, the said companies are ready to imple-
ment the adequate pricing models with a support of new tech-
nologies like Artificial Intelligence (AI), Machine Learning 
(ML), and Deep learning (DL). Their role is crucial in pro-
cessing large amounts of data, spotting opportunities, and 
forecasting the cost structure according to the different param-
eters of a smartphone. Manufacturers would be better in pric-
ing and placing the product if AI and ML were used, while 
consumers would get helpful tips that made the decision-mak-
ing process easier. Still, and despite high penetration of these 
advanced technologies, consumers have problems with the 
choice of a smartphone. In many instances, it is the number of 
specifications like Fingerprint Sensor, storage space, 5G 

Support, Water Resistance and Number of Sims, Face Lock 
that knocks the buyers out of the contest and prevents them 
from making a rational choice. This makes it important to use 
smart tools with AI to help people make good choices when 
buying things.  

One of the major problems in many past works can be said 
to be the fact that the supplied datasets to the prediction mod-
els are frequently incomplete or out-of- date in regards to cer-
tain crucial aspects needed for accurate pricing predictions. 
For instance, studies like those conducted by Kalaivani et al. 
[1] and Subhiksha et al. [2] relied on outdated datasets, which 
omitted essential features now integral to smartphones, such 
as 5G connectivity, Finger Print Sensor, Face Lock, and Water 
Resistance options. As a result, these studies achieved limited 
success, with Subhiksha et al. [2] reporting only an 81% ac-
curacy. Similarly, Chen [3] applied classification techniques 
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for price prediction, but his model did not consider modern 
attributes, further limiting the relevance of the study.  

Knowing the limitations such as in the previous sub- section, 
this study seeks to address these limitations by providing a 
wider and up to date set of features, including but not limited 
to 5G, Finger Print Sensor, face recognition, water proof fea-
tures and the likes. The additional features also increase the 
specific relevance of the prediction models set and enable one 
to draw conclusions about the trends of the market at the time 
the models are utilized. This tool assists both the producers 
and the consumers to make better informed decisions. In such 
an industry where technology changes fast and consumers’ 
tastes vary, Such decisions are more rational.  

2. RELATED WORK  

Because machine learning can examine complicated 
information and create very accurate predictive models, 
it has proven to be an incredibly useful technique for pre-
dicting smartphone prices. The potential of various ways 
to improve the accuracy and effectiveness of these mod-
els has been investigated and shown in a number of re-
search. For example, Kalaivani et al. [1] focused on us-
ing older datasets for price prediction, bringing to light 
the challenges associated with outdated data and the 
need to adapt to rapidly changing market trends. Subhik-
sha et al. [2] achieved a notable accuracy of 81%in their 
predictive model but acknowledged that further im-
provements could be realized by incorporating updated, 
diverse, and representative datasets.  

Chen [3] proposed an innovative classification-based 
model that utilized feature reduction techniques, sig- nif-
icantly boosting prediction accuracy while reducing 
computational overhead. Kalmaz and Akin [4] demon- 
strated advanced techniques for refining price estima- 
tion, achieving high levels of precision by applying so-
phisticated computational methodologies. Dutta et al. [5] 
conducted a Detailed analysis of various super- vised 
learning algorithms, effectively highlighting their 
strength in classifying smartphone price categories with 
considerable reliability.  

Table 1. The Comparing mode 
Scientist Finger 

Print  

5G 

Support 

Water 

Resistance 

No of 

Sims 

Face 

Lock 

Kalaivani et al. [1] Yes No No No No 

Subhiksha et al. [2] No No No No No 

Chen [3] No No No No No 

Kalmaz & Akin [4] No No No No Yes 

Dutta et al. [5] No No No No No 

Kumuda et al. [7] Yes No No No No 

Pipalia & Bhadja [9] No No No No No 

Miao & Niu [8] No No No No N0 

Your Model No No No No No 

 
Kumuda et al. [7] showcased the advantages of hybrid 

machine learning techniques, emphasizing the potential 
for combining multiple methods to achieve superior pre-
dictive accuracy. Pipalia and Bhadja [9] provided a de-
tailed analysis of supervised learning algorithms, offer-
ing critical insights into performance optimization and 
adaptability in price prediction scenarios. Moreover, 
Miao and Niu [8] underlined the importance of feature 
selection, demonstrating how it can enhance prediction 
outcomes, reduce computational costs, and streamline 
the model-building process.  

The provided table I compares the features used in 
various studies related to smartphone price prediction. It 
lists the scientist names along with the key features they 
utilized, such as RAM, storage space, camera specifica-
tions, battery size, and prediction accuracy. Each study 
is evaluated based on whether it incorporates these fea-
tures, with the table indicating ‘Yes’ or ‘No’ for each fea-
ture in the corresponding column. The model you pro-
posed includes all these features, which is in contrast to 
the other studies that use fewer features or lack certain 
features altogether. 

3. METHODOLOGY  

The methodology comprises the following steps: 

 
Figure 1. Flow Chart of Model  
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3. 1 Input Features 

Table II presents a comprehensive overview of the 
features used in the dataset. The attributes capture the 
critical aspects of the smartphones, such as Name, which 
corresponds to the particular model, and Rating, which 
is based on the users’ reviews. Additional details related 
to Performance and technical specifications are captured 
by attributes such as Spec score, Processor and Pro- ces-
sor name, whereas elements such as Ram, Battery, and 
Display portray the capabilities of the device. Other at-
tributes, which include Camera, External Memory and 
Inbuilt memory, further emphasize the storage and the 
imaging capabilities. The dataset also addresses some 
fundamental features for users such as Android version, 
Price and Company to serve as an overall perspective for 
each smartphone. To further accentuate their appeal, ad-
vanced functionalities like, Fast charging and Screen
resolution are also included, making this dataset ready 
for profound examination and modeling. 

Table 2. Input Features with Advanced Smartphone Attributes 
Attribute Description Type 

Name Smartphone model name. Categorical 

Rating User rating of the smartphone. Numerical 

Spec score Specification score of the device. Numerical 

No of sim Number of SIM slots. Numerical 

Ram Random access memory (GB). Numerical 

Battery Battery capacity (mAh). Numerical 

Display Screen size (inches). Numerical 

Camera Rear camera resolution (MP). Numerical 

Front camera Front camera resolution (MP). Numerical 

External Memory External memory support. Boolean 

Android version Android OS version. Numerical/ 

Categorical 

Price Smartphone price. Numerical 

Company Manufacturer or brand. Categorical 

Inbuilt memory Internal storage (GB). Numerical 

Fast charging Fast charging support. Boolean 

Screen resolution Screen resolution. Categorical 

Processor Processor type. Categorical 

Processor name Processor model. Categorical 

Refresh rate Display refresh rate (Hz). Numerical 

Fingerprint sensor Presence of a fingerprint sensor. Boolean 

Face unlock Face unlock feature support. Boolean 

5G support Support for 5G connectivity. Boolean 

Water resistance Water resistance rating (e.g., Categorical 

IP68). 

NFC Near Field Communication 

(NFC) support. 

Boolean 

Dual speakers Availability of stereo speakers. Boolean 

3. 2 Data Preprocessing 

The clever techniques for data preprocessing improve 
the quality and use of the data with the aim of achieving 
stronger modeling. Below are the few important actions 
that were taken, backed up by visuals. 

Encoding and Transformations Categorical variables, 
such as No of_sim, were encoded using dummy vari- 
ables, expanding them into binary features for better 
model compatibility. Columns like Battery, Ram, and 
Display were cleaned and converted to appropriate nu-
merical formats (e.g., mAh, GB, and inches). 

 

Figure 2. Feature Importance (Extra Trees Regressor) 

Figure 2 illustrates the importance of various features 
in the prediction task. The most influential features, such 
as Ram, Processor name manufacturer, and Battery, 
were identified as having the greatest impact on price 
prediction. These features exhibited higher importance 
scores, highlighting their critical role in determining the 
target variable and contributing significantly to the 
model’s performance. 

Standardization and Feature Selection Company 
names and categorical values (e.g., Proce 
sor_name_manufacturer) were standardized for  
consistency. Text values were encoded numerically us-
ing Label Encoder. Features irrelevant to the target vari-
able (e.g., External_Memory, Screen_resolution) were 
dropped. 
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Figure 3. Price Distribution Before Preprocessing 

As shown in Figure 3, the price distribution before 
preprocessing reveals a positive skew, with a higher fre-
quency of lower prices observed between 25,000 and 
150,000. This implies that more reasonably priced goods 
or services are more common within the dataset since the 
bulk of the data points are concentrated in the lower 
price range. The frequency of occurrences dramatically 
drops as the price rises over this range, emphasizing that 
more expensive things are comparatively uncommon. 
Before using specific machine learning models or anal-
ysis tools, such a distribution could indicate the presence 
of outliers or the necessity of data transformation tech-
niques, like log transformation, to normalize the 

distribution. Understanding the nature of the data re-
quires this insight, which can also help with prepro-
cessing choices like how to handle outliers or skewed 
distributions in later stages of analysis. 

Train-Test Split and Feature Importance The dataset 
was split into training (80%) and testing (20%) subsets, 
ensuring reliable evaluation. 

An Extra Trees Regressor model revealed the im-
portance of features in predicting the target (Price). 

3. 3 Feature Engineering 

To establish a relationship between price ranges and 
the relevant features, key determinants were analyzed. 
Correlation analysis and determination of feature im-
portance were performed to improve the efficiency of 
the models. 

A number of advanced algorithms were tried with fol-
lowing aim of predicting price for smartphone devices. 
As a point of departure classifier, logistic regression was 
employed, which is simple to interpret and effective, but 
it does not seem to be able to explain intricate patterns 
within the data. 

 

 
Figure 4. Correlation Heatmap After Preprocessing 

 
 
 
The decision trees were able to provide decent models 

that could manage non-linear relationships although 
they would be susceptible to over-learning of smaller da-
tasets. Random forests are ensemble approaches that 

facilitate accuracy and generalization by voting across a 
number of decision trees. 

Gradient Boosting is an effective boosting approach 
that achieved better results on high dimensional datasets 
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by integrating weak learners. 
Extra trees regressor is another ensemble method that 

mitigates overfitting and decrease variance by capturing 
complex features through averaging of predictions of 
random decision trees. 

A custom ensemble model fused multiple techniques’ 
advantages, hence best performed on the dataset maxim-
izing accuracy and generalization. 

The Ensemble Model was chosen as the final model 
due to its superior performance, achieving a highest ac-
curacy. This result underscores its strength and capabil-
ity to handle complex and high-dimensional data. The 
Extra Trees Regressor also performed well, achieving an 
accuracy of 89.45%, and was instrumental in forming 
the ensemble. 

Visualization techniques, including scatterplots, his-
tograms, and boxplots, were employed to analyze and 
compare the actual and predicted prices. These plots 
highlighted the model’s precision and areas for potential 
refinement. In conclusion, the Ensemble Model proved 
to be the most reliable and effective solution for predict-
ing smartphone prices in this study. 

3. 4 Model Comparison and Selection 

In order to establish the best model for predicting 
smartphone prices, various machine learning algorithms 
were applied and compared against each other. The mod-
els were robust in that they were able to extend their 
knowledge to new and unseen data such that they would 
perform well in real life. 

The group’s Output Models Are Classified As: 
Logistic Regression: A basic and uncomplicated 

model that serves as the source of reference in other 
comparisons. While it serves its purpose well in fitting 
linear relationships, it is quite ineffective in identifying 
intricate relationships. 

Decision Trees Models: These models have the ability 
to deal with nonlinear dependencies and make interpre-
tations that make sense and are easy to explain. However, 
they often over-fit smaller data sets which reduces their 
generalizing capabilities. 

Random Forest: A hybrid method that combines sev-
eral decision trees so that the average of their outputs is 
produced to enhance accuracy. It improves generaliza-
tion and reduces the amount of overfitting that occurs 
when a single decision tree is used. 

Gradient Boosting: A very rich model that creates a 
strong model predictor by applying many weak learners 
sequentially. It works extremely well with high dimen- 

sional datasets enabling it to outperform other methods. 
Extra Trees Regressor: This model is basically a ran- 
dom forest but constructs the decision trees in a different 
manner by randomly picking the features for each tree. 

This model fine-tunes complex structures and over-all 
gives a reasonable bias variance trade off. 

A final Ensemble Model was created by combining 
the strengths of the aforementioned algorithms. This 
ensem- ble approach improved overall performance, 
achieving an highest accuracy. The ensemble model 
demonstrated robust generalization capabilities and ex-
celled in predict- ing smartphone prices, outperforming 
individual models such as Random Forest and Extra 
Trees Regressor. 

4. Results and Discussion 

Table 3 summarizes the performance of the evaluated 
algorithms. 

Table 3. Accuracy of Different Machine Learning Algorithms 
Algorithm Accuracy Precision Recall F1-Score 

Logistic Regression 77.45% 0.76 0.75 0.76 

Decision Trees 84.25% 0.83 0.84 0.83 

Random Forest 89.45% 0.88 0.89 0.88 

Ensemble Model 94.47% 0.90 0.91 0.91 

 
The results indicate that the ensemble model out per- 

formed the other algorithms with a highest accuracy, 
demonstrating its ability to effectively capture the com-
plexities in the smartphone price prediction task. 

4. 1 Ensemble Model Results 

The Extra Trees Regressor achieved an accuracy of 
89%, indicating strong predictive performance. As 
shown in Figure 5, the relationship between actual and 
predicted prices is visualized using a scatter plot. In 
com- parison, the ensemble model achieved a higher ac-
curacy, illustrating the benefit of combining multiple 
models to enhance performance 

4. 2 Discussion 

Overall, the scatter plot confirms existence of strong 
linear relationship between actual prices and predicted 
ones as most of the plotted points are closely around the 
line that runs through the origin on the one-diagram, 
which represents the ideal prediction, (y = x). 

However, there are predictions for that range of prices 
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as well, but they tend to be forecasts that are slightly be-
low reality. This could be due to not enough of such data 
points that fall within those price ranges being included 
in the training set, resulting in higher price predictions 
not being precise. 

The ensemble model provided an accuracy of 94.47% 
which proves that the model was able to learn the intri-
cacies that existed within the dataset and generalize well 
to unseen data. This result shows that the ensemble ap-
proach is a more effective model than the individual 
models Extra Trees Regressor, Random Forest and Gra-
dient Boosting in regard to predictions of smartphone 
prices based on the chosen parameters. 

 

 
Figure 5. Actual vs Predicted Prices for Ensemble Model 

5. Conclusion 

This research implements the various techniques of 
machine learning in predicting the prices of smart- 
phones’ based on, their specifications, models, and 
brands. The best performance among the methods tested 
was achieved with the Ensemble Model yielding an ac-
curacy of approximately 94%, indicating the advan- 
tages of multiple models combining to provide a more 
accurate estimate than one model. Results show that the 
prediction of prices can be effectively improved by more 
sophisticated machine learning algorithms like Gradient 
Boosting and Ensemble methods. 
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